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® History and status quo of image search

® Machine learning, Deep learning
Al, Convolutional networks, ...
started a new era of image search:

e Automatic tagqging
® New image descriptors
® New image exploration tools

® New image manipulation tools &
image synthesis



Image Search:

Status Quo
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e Constantly growing number of images
® |[mage search is very time consuming

e Only few images can be looked at
simultaneously

® No visual browsing
schemes are available






Keyword search



® Good keywording is expensive,
keywords often are incomplete,
overloaded or wrongly translated

® Exact keyword matching leads to
finding everything or nothing

meadow meadow blue sky apple tree
826 951 clouds flowers family

results: 3 results:



Search for images with similar i
colors, textures or shapes '

® Finds similar looking images.

® Does not understand the
meaning of the images.

® Cannot find similar images
that look different




Query:

Result: >

Visually similar images,
content may be different



Query:

america amazon animal beak bird brazil era
eye feather fuss parrot portrait yellow ...

(all keywords of the query image)

Result: >

Similar image content,
large appearance variations



Query:

+

america
amazon animal
beak bird
brazil era eye
feather fuss
parrot portrait
yellow ...

Result: -

+ Visually similar images and
+ Similar content






1. Most images are untagged

— need for
dutomatic image understanding

2. There are far too many images

— need for
visual image browsing schemes



Automatic image understanding
using
Al, ML, Deep Learning




WHEN A USER TAKES A PHOT), In the 60s, Marvin Minsky assigned a
THE APP SHOULD CHECK WHETHER

THEY'RE. IN A NATIONAL PARK ... couple of undergrads to spend the
SURE, EASY GIS LOOKUR :
CAVE AT Hm. summer programming a computer
. AND CHECK UHETHER to use a camera to identify objects
THEPHOTDISOFABIRD i 2 scene.
ILLNEEDARESEHRCJ-l

TEAMRNDFWEYEARS He figured they'd have the problem
solved by the end of the summer.
Half a century later, we're still
@ working on it.

INCS, IT CAN BE HARD TO EXPLAIN Today only 2.5 years later

THE DIFFERENCE BETWEEN THE EAS*  the problem is solved
AND THE VIRTUALLY IMPOSSIBLE.

HTTP://XKCD.COM/1425/
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3264x2448 pixels 16x16 pixels 16x16 pixels
16,7 millions 16 brightness

of colors levels




16x16 pixels, 16 brightness levels
levels

The number of possible images:
1616x16 —



® F3sy case: Image with 2 pixels, black&white

® Possible questior

s: Are both pixels ...

black? white? different?
I yes no no
B no no yes
_ no no yes
no yes no




e Origin in the 60s (Perceptron)
Impossible to solve the XOR problem

® Restart in the 80s:
Hidden layers & Backpropagation
Not suited for image recognition

® Restart o few years aqo:
Today the best technoloqgy for
solving all kind of problems for which
humans cannot describe an algorithm



...can be trained to answer Hil
these questions:

Are both pixels white? Are both pixels different?

O -

ldea: Use huge networks to make
iMmage recognition possible ...




output layer

dog
cat

mouse
Ccar

Did not work for a long time! :(

® Not enough tagged example images
® Computers were too slow

® Fully connected neural networks were hard to train
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Automatic Image Taqgging
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http://akiwi.eu

a keywording tool @

1. Click any image thatis ——>
similar to yours.

5. If there are no similar [car X] [power x] [electricity x] [electric x] [environment x] [vehicle x] [charging x]

images, click orentera ——\
keyword that describes
your image best.

[energy X] [transportation XJ [cable x] [automobile x] [battery X] [altemative X]

[electric car X] [transport X]

Enter a new keyword +

3. Continue until most
keywords are correct. > Finalize ¢/
Then click 'Finalize'.




New Image Descriptors
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Recognition of
® Objects (type, manufacturer, ...)
® Humans (sex, age, mood, posture, ...)
e Style, Artist, Composition, ...

Everything @ human (expert) could recognize
in 3 few seconds.

If you have enough data to train the network



nheural
network

global keywords / features

heural
network

local keywords / features

35



neural
network

A combination of keywords
describing the image?

or

A collection of features
characterizing image
content, style, mood & look?
(lanquage independent)
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Visual Image Browsing
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Goog‘.e IMage SWirl (golden gate bridge

labs

~ Search Images

not clear how
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® Image layout/projection:

® yUse entire display area, no overlap

® good mapping (similar neighbor images)
® |mage sets:

e support for millions of (untagged) images

® 3llow changes (deleted or added images)
® Navigation:

® c3sy & natural

hurely visual (without keywords)

nierarchical approach



based on the idea of mapping services



unsorted sorted

complexity O(n log(n)), 50 times faster than
Barnes-Hut t-SNE, similar projection quality











http://picsbuffet.com

+ Good visualization & easy navigation
+ Very fast (no server calculations)
+ Suited for very large imaqge sets

Image relationships are too

complex to be mapped to 2D image
- graphs
Bad for changing imaqge sets
improved

Sometimes poor neighbors }-}image
features



1. High quality semantic image features
to model image similarities well

2. Fast construction of "good”
hierarchical image graphs

3. Good graph visualization and
easy to use navigation techniques



A. Connected images should be similar.

B. The number of connections per image
should not be too high or too low.

C. The path between any two images
should be as short as possible.

Very hard optimization problem!

= A: ensured by
good image features & graph building

= B: fixed to 4 connections
= (C: simplified by checking the connectivity



Starting from a reqular mesh
we swap edges if

SIimax + SIMEyY - SIMAE - Simxy > 0

Finds good graphs, but convergence is slow






Visualizing and navigating
graphs is difficult.

Layout algorithms are slow.
Radial views are confusing.




® Project fractions of the
graph to a 2D map and
perform instant 2D sorting

® /ooming is performed by
blending to a graph of the
next level




Moving the map retrieves new images from the graph.









New Image Manipulation Tools
&
INEEERGENE




® Render it from a 3D model
® Change an existing image

® Synthesize it
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http://deepart.io
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